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ABSTRACT
Drones have been used increasingly to aid in Industry 4.0 activities including inspection of the nation’s infrastructure. We investigate several potential underlying affective behaviors related to drone pilot skill acquisition, with the eventual goal of developing methods to enhance human performance. We employ Electroencephalography (EEG) and Eye tracking instrumentation to measure human affect in a series of simulated drone piloting experiments to examine performance using behavioral variables, controller input variables, as well as measures of individual cognitive ability. Current results show that task difficulty impacts the performance/learning process and varies by the nature of the task. The behavioral and biometric measures associated with performance/learning varied significantly among activities. We conclude that drone specifications and training requirements can and should be calibrated to the drone mission. In addition to developing specifications and training requirements, psychological and behavioral measures can also serve as theoretical foundations for modeling complex tasks.

1. Introduction
Rapid advances in technology have led to ongoing industrial transformation, often referred to as the Fourth Industrial Revolution or Industry 4.0 (Dalenogare et al., 2018). In this domain, new technologies are being introduced and adapted at an accelerating pace to transform the future of work. A world economic forum report estimated that a third of job requirements in 2025 will involve technology-related skills not yet considered crucial for today’s jobs (Schwab & Zahidi, 2020). Retraining 50% of existing employees will be necessary by 2025 to keep up with the pace of technological advancement (Schwab & Zahidi, 2020). Thus, a strong commitment to workforce reskilling/upskilling is required by both individuals and organizations to prepare for what the future of work will entail (Li, 2022). In industry 4.0, drones, alternately unmanned aerial vehicles (UAVs), are one of the technologies transforming agriculture, construction, inspection, logistics, and many other industries due to their operational efficiency and economic benefits (Javaid et al., 2022). The drone industry market size is estimated to grow from 4.4 billion in 2018 to 63.6 billion by 2025 (Intelligence, 2021), creating 100,000 jobs in the United States (Economic Report, 2017). However, the training requirements for new skills required for this and other future work have not been extensively researched (Kopp et al., 2021).

The use of drones as an Industry 4.0 job enabler generally reduces physical demands but introduces new sources of cognitive demand (Kong, 2019; Weiss et al., 2021). In scenarios where the same individual performs the inspection and operates the drone, an increased cognitive demand can be attributed to multitasking—with piloting as the primary task and performing the task(s) previously done manually as a secondary task (Razafimahazo et al., 2021). In scenarios where technologies, pilots, and the others collaborate, the increased cognitive demand may be due to shared or shifted cognitive and attentional resources among multiple tasks required for cooperation (see Cole et al., 2010; Crandall et al., 2005; Kruijff et al., 2012; Roldán-Gómez et al., 2021).

In this multitasking paradigm, performance is sensitive to cognitive load and attentional resource availability (Brown & Bennett, 2002). Achieving “good” results on the primary task with minimal cognitive effort enhances system performance (Poldrack et al., 2005). Thus, effective pilot training is critical for safe drone deployment and efficient performance in practice (Kadir et al., 2019; Pacaux-Lemoine & Trentesaux, 2019).

Given the complex nature of skill acquisition for fine motor control tasks, drone piloting competency should not only take performance metrics into account but also cognitive, behavioral, and physical measures. Thus, a multimodal approach is a natural direction for assessing trainees’ learning status (Mu et al., 2020). Correspondingly, data collected from multiple sensors and instruments have the potential to provide insight into aspects of drone piloting performance and allow for a deeper understanding of how drone skills are developed.

In this study, a drone pilot learning process was examined by identifying correlates of specific cognitive states and behaviors related to drone control performance. The combination of biometric signals, behavioral measures, difficulty levels, and drone tasks enriches the understanding of
dynamic interaction between pilot state, mission, and drone control. Learning-related constructs can inform training designs (real-time feedback, training hours, etc.) and performance evaluation tools (Wong et al., 2014).

1.1. Skill acquisition

Many motor-skill learning models suggest that “practice makes perfect” or at least that “practice makes progress.” Through practice, certain subcomponents of a skill become automatic, and task execution becomes relatively effortless (Jaques et al., 2018). During the early stages of learning, performance accuracy and stability improve rapidly, and then progress more gradually. During this process, task execution advances from an attention-demanding early phase to an automatic phase (Fitts & Posner, 1967). When tasks are performed automatically without the need for executive control, known as automaticity, the learned task is performed with minimal cognitive load. Therein, task performance is not hindered or attenuated by a secondary task (Posner, 1975). Figure 1 details the skill acquisition stages and their corresponding input and output (Furley & Memmert, 2010).

Cognitive load depends on limited individual attentional resources, as commonly measured based on working memory capacity, a construct of individual cognitive ability (Baddeley & Hitch, 1974). Conway et al. (2002) examined the interrelationships among cognitive ability constructs such as working memory capacity, processing speed, short-term memory capacity, spatial ability, and selected working memory capacity to be the best predictor of general cognitive ability in young adults (Shipstead et al., 2012). In complex tasks such as surgical operations, aircraft piloting, operating manual space tasks, driving, etc., it has been consistently found that performance correlates with individual cognitive abilities (Du et al., 2015; Rode et al., 2014; Rohde & Thompson, 2007). Higher working memory capacity tends to be associated with better motor learning rates both in adults (Bo et al., 2009) and children (Buszard et al., 2017).

During the autonomous stage of learning (Figure 1—Stage 3), cognitive processing requirements are limited, and neither higher cognitive ability nor greater working memory capacity can guarantee greater performance. However, research has also shown that cognitive ability cannot be fully compensated for by practice, particularly for complex tasks such as air traffic control and laparoscopic surgery (Du et al., 2015). It has been suggested that this is due to higher working memory capacity and individuals being less responsive to irrelevant information, and having better attentional control, thereby helping them to achieve better results (Engle, 2002). Gevins and Smith (2000) demonstrate superior sustained focus among those with high cognitive ability based on EEG biometric measures. In their study, frontal midline theta band power was higher in the high cognitive ability group when they were performing working memory intensive tasks. The EEG alpha band power in parietal regions was also higher suggesting that they make greater use of parietal regions, more commonly associated with autonomous control, rather than relying solely on frontal regions, associated with attentional control.

1.2. Biometrics and behavioral measures

The employment of subjective measures and self-report measures is vast and generally useful for research. However, their use can limit the efficacy of measurements of behavior during real-time tasks (Schmidt et al., 2009). Querying participants during tasks creates a secondary task load likely to affect primary task performance. Further, humans often make incorrect judgments regarding their own mental state (Sano et al., 2018). Objective measurement, where possible, such as the use of biometrics and physiological measures generally involves manifestations that cannot be controlled voluntarily (Lohani et al., 2019). In the science of learning, biometric and behavioral measures have been extensively used to identify the associative changes in the brain and behavior that occur with learning (Nakano et al., 2013; Willingham, 1999). Biometric and behavioral measures can be collected using various sensors and instruments. For example, Inertial Measure Units (IMU) use accelerometers and gyroscopes to measure linear movements as well as the rotation of body parts (Fong et al., 2008). Surface electromyography (EMG), which records electrical activity in muscles, is used to evaluate muscle strain and fatigue during operations and to respond to environmental stimuli (Farina et al., 2016). By measuring heart rate and heart rate variability, electrocardiograms (ECGs) provide information regarding stress levels (Goodie et al., 2000). Using Thermal Imaging, it is possible to capture changes in skin temperature on the face which is linked to cognitive load and task difficulty (Abdelrahman et al., 2017). Eye movement tracking (EMT) is effective at measuring a range of behaviors including the level of attention and effort using pupillary dilation as well as areas of attention and search patterns (De Cecilio de Carlos, 2019). The electroencephalogram (EEG), which measures electrical activity associated with various regions of the brain, is used to quantify and assess focus,
cognitive load, and emotional responses (Hajcak et al., 2010). By integrating any number of these biometric and behavioral sensors, richer insight into individuals’ cognitive states can be gained (Liu & Wickens, 1994; Merceron et al., 2016). Several drone pilot training studies have successfully implemented a multimodal approach toward this end. For example, Corichi et al. (2017) modeled drone pilot altered states in real time using skin conduction, breathing, and heart signals. Pham et al. (2020) measured drone pilots’ engagement levels using the pilots’ EEG metrics and provided this measurement as feedback. They found that the quantified score of pilots’ engagement level invoked self-regulation that motivated them to improve focus. Having multivariate affective measures can provide the ability to address a far wider range of issues about varied drone flight regimes and tasks.

Given that the coordination of brain, eyes, and hands is vital for drone piloting (Pfeiffer & Scaramuzza, 2021), three data collection systems were chosen in this study. Each of these represents a common standard in their respective domain. EEG was used to measure brain electrical signals, eye tracking was used to record eye movement behavior along with the involuntary pupillary response, and controller inputs were used for hand movements and muscle activity. Other common sensors and measurement approaches such as EMG and IMU were considered but not employed in the current study. Since uncontrolled changes in muscle activity and hand position can be confounded with physiological variations while using the drone controller, EMG would likely have limited utility (Lohani et al., 2019). A fundamental limitation of IMU is the drifting problem, where the estimated position accumulates tracking error over time (Polfreman, 2018). Further, fine-grained hand pose tracking requires multiple IMUs on a pair of gloves (Chen et al., 2021) which is somewhat invasive and potentially biasing during drone flight. Control input data collection is transparent to the participant, and a low-noise approach for measuring hand movements and control behavior.

### 1.2.1. Electroencephalography

Human learning involves the modification of synapses among neurons and the formation of new memories (Riout-Pedotti et al., 2000). Correspondingly, EEG is potentially useful for evaluating information processing as a function of activity. Changes in EEG signals reflect a substrate of psychological variables such as attention, cognitive load, and arousal. Thus, metrics can be used to characterize humans’ mental states and correspondingly, performance (Bessever et al., 2008). Nakano et al. (2013) showed that not only practice and skill acquisition is associated with EEG measures, but also greater changes in EEG measures (alpha and beta powers in the parietal lobe locations), which indicates greater improvement in motor skill performance.

Many studies have used EEG frequency band powers related to specific functional characteristics to predict task performance, including finger tapping, video games, surgery, driving, and piloting (Astolfi et al., 2005; Plazak et al., 2019; Sheikholeslami et al., 2007). In general, standard frequency bands and their approximate spectral boundaries have been used: delta (1–3 Hz), theta (4–7 Hz) and alpha (8–12 Hz), beta (13–30 Hz), and gamma (30–100 Hz). Elevated alpha power during a cognitive-motor task practice has been associated with a decrease in task-related cognitive load (Kerrick et al., 2004; Zhu et al., 2010). Attention to task-appropriate cues or focused attention has been associated with high theta power in the frontal midline region (Smith et al., 1999). Beta power has been linked to central nervous system activation, alertness, arousal, vigilance, and visual attention (Andreassi, 2010; Ramautar et al., 2013). Kamiński et al. (2012) found that higher activations in the beta band correlate with increased alertness, and are related to faster responses to target visual stimuli. During lower vigilance, alpha rhythm tends to diminish (alpha drop-out) and beta power increases—a state similar to that measured by EEG during intense mental activity during an open-eyes session (De Gennaro et al., 2001; Tanaka et al., 1996, 1997).

EEG measures have been considered for drone pilot training as well. In a drone simulator training study, participants’ mental workload was determined using EEG measures with an average accuracy of 87% (Gu et al., 2022). By using drone-pilot EEG signals, Park et al. (2021) developed a system to detect and alert operators if they begin to become inattentive. In another study, alpha and beta wave metrics were used to classify the emotional states of drone pilots as quiet or very tense states (Olivares-Figueroa et al., 2021). Jao et al. (2021) also showed that EEG signals are reliable features for discriminating between cognitive states that covary with drone task difficulty.

### 1.2.2. Pupillometry

Eye-tracking technologies have been effectively used for studying complex task learning (Fletcher et al., 2017; Krejtz et al., 2018). Several measurements of visual behavior including dwells, blink durations, blink rates, pupil diameters, and eye closure times have been shown to be useful in aviation research (Peysakhovich et al., 2018). Among eye tracking metrics, pupillary response was selected to reflect information processing demands in beyond direct physical metrics (Backs & Walrath, 1992). Pupillometry has gained considerable attention as an objective measure of affect related to cognitive features, underlying skill learning, dynamic decision-making, expert vs. novice behavior, multitasking, and complex task performance (Peysockhovich et al., 2015; Qiao et al., 2022; Tichon et al., 2014). A review study by van der Wel and van Steenbergen (2018) supported that pupil dilation reflects effort exerted in response to increased cognitive demand during cognitive control tasks. Thus, greater task demands are associated with greater pupil dilation and once task demands exceed individual cognitive capacity, pupil dilation tends not to increase further.

The relationship between pupil dilation, task difficulty, and performance has been studied in several flight simulation studies, with at-times conflicting conclusions. Sibley et al. (2010) using both EEG and eye-tracking metrics concluded that pupil dilation was a good indicator of drone pilot skill acquisition. In a subsequent study, Sibley et al.
(2011) showed that pupil diameter significantly decreased after each block of simulated drone task practice, and then increased with greater task difficulty. There was no consistent link between pupil dilation and difficulty levels in flight simulations in a later study by Tichon et al. (2014). For participants who reported elevated levels of anxiety under high difficulty flying conditions, pupil size increased, yet decreased for participants whose anxiety levels did not increase when moving from easy to more complex flying conditions (Tichon et al., 2014). From this, it appears that the effect of task difficulty (higher workload) on pupil dilation may be influenced by individual cognitive processes and the specific task at hand.

1.2.3. Controller inputs
Mathematical modeling of automobile driver steering behavior has led to interesting findings about driver performance during lane keeping (Hess & Modjtahedzadeh, 1990), following target path curvature (Donges, 1978), emergency response (Comolli et al., 2020), collision avoidance (Markkula et al., 2014), and lane change maneuvers (van Winsum et al., 1999). Studies have for decades divided the steering task along two dimensions: guidance and stabilization (Donges, 1978; Land, 1998; Salvucci & Gray, 2004; Zhao et al., 2020). Guidance input involves anticipatory open-loop control executing a steering trajectory. Stabilization is a closed-loop control input to correct for deviations with respect to a target route (Donges, 1978). A control-theoretic model for steering behavior was also introduced by Hess and Modjtahedzadeh (1990), who included low-frequency and high-frequency compensation components. Drones are commonly guided, controlled, and navigated via a ground control station that often includes a tablet-sized screen, and two joystick controls, one for rotating the drone and one for propelling it (Kang et al., 2018). Within this common general setup there are countless implementations. Further, there are many designs outside of this, including collaborative designs for teams, and those with a single side stick control. Controller input behavioral patterns are potentially useful for measuring the performance of pilot-drone systems in a similar manner to those of other operator-controlled systems, including automobile driver-vehicle systems more broadly.

Similar dual-input systems have been researched in the context of screen-based games. Li et al. (2016) had participants control a target toward the center of the screen using a joystick to determine control response amplitudes. Across input perturbation frequencies, action gamers had a larger mean control response amplitude than non-action gamers (Li et al., 2016). In a related study, a joystick was used to control a horizontal luminance-defined line whose position was randomly perturbed (Li et al., 2005). Frequency analyses were performed to compute both the closed-loop and open-loop functions for the participants’ control response. They found that a higher contrast screen reduced phase lag and increased open-loop gain. Peng et al. (2010) examined how visual path information affects heading control concluding that when path information is available, low-frequency (0.3 Hz) drift is reduced. In a study by Rizzi et al. (2021), a preview with a window of 0.3–0.6 s was compared with a preview with a full 1 s preview. Therein, a Fourier analysis of participants’ joystick movements was used to represent responses to sinusoidal roadway perturbations, an indication of attention allocated to different roadway preview locations. More specifically, participants showed greater joystick movement when the window was 0.3 s into the future, suggesting they tracked the higher frequency components of the roadway more accurately. A total system error has been studied by Congress et al. (2018). Maza et al. (2010) provided a comparative review of various enabling technologies that are informative and supportive of commonly used input and measurement systems in the literature, as well as those used in the current study.

1.3. Research questions
Schmidt et al. (2022) conducted a study providing insights into the skills and training needs of civil drone pilots and suggested a range of technical, operational, and theoretical competencies. In terms of training, they noted that essential competencies should be over-trained to ensure mastery. Thus, there is a need for initial and frequent recurrent training that is tailored to the specific needs and skills of individual pilots. To improve drone pilot training, various interventions have been proposed. Gamification is often effective for training and aids the development of scenarios and strategies for creating virtual environments tailored to specific missions. For example, some have simulated the use of drones for agriculture, search and rescue, and increasing motivation (Cardona-Reyes et al., 2021). A virtual reality (VR) environment was designed by Sakib et al. (2021) to closely mimic a practical setting with regard to spatial perception and dimensions, as well as drone features for training purposes. They examined physiological characteristics of participants, including stress, and heart rate, which indicated no significant differences between simulation and the real-world environment. This suggests that participants had similar experiences in both settings. Similarly, Albeaino et al. (2022) found that a simulation-based environment and a real-world environment for training drone-building inspection were comparable in terms of in-flight workload demand as measured by NASA-Task Load Index (TLX).

Inspector-pilot task performance was studied to assess system usability (Eiris et al., 2021), with results showing that participants could identify prior pilot inspection strategies based on flight paths, drone orientations, and inspection marker affordances. Moreover, trainees were able to quickly identify difficult-to-maneuver areas. Ribeiro et al. (2021) implemented a real-time Augmented Reality (AR) experience prototype for drone pilot training as a cost-effective solution for pilot training and mitigation of crash-related technophobia.

Table 1 summarizes four research questions examined in this study alongside related hypotheses. Within the extant literature, biometric and behavioral measures and findings related to drone piloting skill acquisition differ, despite the
general potential of these measures to facilitate learning improvements. An analysis by Senoussi et al. (2017) showed that high alpha-band power in frontal lobe electrodes was positively related to poorer pilot performance as measured by slower reaction times. However, in a 2-hr drone pilot training session study, the first 40 min, alpha power increased significantly and then dropped significantly afterward (Roy et al., 2016). The beta-band power increased significantly during the last 20 min. Gu et al. (2022) showed that measuring mental workload during drone piloting training involves the consideration of cognitive states at the time. Thus, a single EEG power spectral density indicator may not be sufficient to accurately describe a person’s mental workload at all learning stages. Gu et al. showed that before the development of mental schema, only theta power increased with increased task difficulty. During mental schema formation, task difficulty resulted in a reduction of frontal theta power as well as parietal alpha power and an increase in central beta power. At a more mature stage of mental schema, there was still a significant difference between the frontal theta power and central beta power at different difficulty levels, but the parietal alpha PSD was unaffected. They attributed the differences in EEG workload indicators to mental schema progression (Gu et al., 2022).

We hypothesize that differences in biometric and behavioral indicators of drone pilot performance may be due to considerable differences in the drone missions and the human behaviors that play a mediating role in performance. In the current study, participants were trained for two different drone tasks to address research question Q1: Are biometric and behavioral measures associated with drone piloting skill acquisition task-specific? The effects of cognitive load, attention, vigilance, and effort on pilot trainee performance will be examined for each task separately.

Drone piloting is a largely cognitive task. Thus, it is likely that individual working memory capacity should have an effect on how biometric and behavioral measures relate to individual performance. For example, Ahern and Beatty (1979) showed that intelligence moderates the relationship between performance and pupil dilation. Individuals with higher levels of intelligence exhibited smaller pupil dilation and responded more accurately to all levels of task difficulty (Ahern & Beatty, 1979). They concluded that intelligent individuals process information more efficiently, therefore requiring less effort. Correspondingly in the drone piloting domain, we will assess Q2: Does cognitive ability moderate the effect of biometric measures on performance?

In addition to biometrically measured affect, quantitative measures of joystick movement behavior are potentially useful for representing and identifying control behaviors associated with performance levels. In the current study, a standard two joystick controller setup is used to assess Q3: Does the amount of control input behavior impact performance?

Many of the most basic drones are equipped with multiple sensors that allow for multiple roles and missions. Depending on the payload, the aerodynamics and controllability of the drone will change, leading to the research question, Q4: How does increased payload (weight) affect task performance?

2. Methodology

A series of controlled experiments using drone flight simulations in a laboratory setting were conducted. Individuals’ brain electrical activity, eye movements, and control behavior during the training sessions for two different drone tasks were recorded to explore how biometrically assessed affect and behaviors influence performance outcomes and whether task difficulty moderated those effects. EEG power within specific frequencies was estimated to determine individuals’ states including cognitive load, focused attention, and vigilance. Levels of effort were assessed by recording eye events using pupillary dilation. Control behavior was evaluated by the controller inputs signal, and working memory was assessed using an OSPAN (Operation Span) evaluation score. Pilot trainees’ operational readiness was investigated considering their working memory capacity, and their affective and behavioral characteristics as well as task type and task difficulty. Figure 2 summarizes the set of data collected, along with biometrics and behavioral metrics, and subsequent evaluative variables. In Figure 3, a participant is shown during the experiment.

Accounting for practical factors such as the number of participants and experiment time, a total of 12 biometrics and behavioral measures relevant to the research questions were selected (Table 2) and detailed in the sections that follow. A stepwise mixed model regression was used with participants as a random effect, behavioral and affective metrics as independent variables, and performance as the dependent variable.

<table>
<thead>
<tr>
<th>Table 1. Research questions and hypotheses.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Research question</strong></td>
</tr>
<tr>
<td>1 Are biometric and behavioral measures associated with drone piloting skill acquisition task-specific?</td>
</tr>
<tr>
<td>2 Does cognitive ability moderate the effect of biometric measures on performance?</td>
</tr>
<tr>
<td>3 Does the amount of control input behavior impact performance?</td>
</tr>
<tr>
<td>4 How does increased payload (weight) affect task performance?</td>
</tr>
</tbody>
</table>
2.1. Participants and study design

Roughly 90% of drone pilots recommend that novices practice drone piloting by initially using simulators for the early learning phases since crashes are highly probable for drone pilot trainees (Tezza et al., 2021). Aerosim RC, a commercial pilot training simulator, was employed as the experimental platform reducing risks and limiting sources of noise. Using institutional review board protocols, fifteen graduate and undergraduate engineering students at the University of Iowa, participated in a series of repeated measures experiments as a variance reduction technique (e.g., Girden, 1992). Novice students were selected to best understand the early phase learning behaviors among a common cohort. Thus, none of the participants had prior drone piloting experience, they all tended to have less than expert levels of experience with video games, but none were familiar with the flight dynamics of drones. The average age of the participants was 21.3 years (std dev. = 5.08), and 10 were males and 5 were females.

Participants watched a short training video on the two piloting tasks: “vertical control” and “transfer and land.” Since low cognitive load during training enables individuals to improve their performance more rapidly after transfer to a high workload (Gonzalez, 2005), participants began with the less complex, lighter—standard drone. After finishing 8 repeated trials with the standard drone successfully, the piloting task difficulty was increased by increasing the drone weight by 10% and subsequently performing eight additional trials. Drone flight dynamics are well-known to be more difficult to manage with even modest increases in drone weight, other parameters remaining equal. If a crash occurred at any point, the trial was repeated. The Experimental steps are summarized in Figure 4

The experiment was conducted inside a sound-proof booth. The distance from participants’ eyes to the screen was ~75 cm, with stimuli on a 24-in monitor, and a corresponding angular size of 54.7 degrees. Learning performance for each task was measured via session completion time.

2.2. Experimental measures

The experimental measures as summarized in Figure 2, are further detailed alongside their corresponding behavioral indications in the subsections that follow.

2.2.1. Working memory capacity

Before the drone piloting tasks, participants’ working memory capacity was measured using an automated OSPAN test. Unsworth et al. (2005) validated this version of OSPAN showing its internal consistency, test-retest reliability, and a strong correlation with other measures of working memory capacity.
2.2.2. EEG band powers
The B-alert X10 EEG headset, with 256 Hz sampling frequency was used to collect participants’ brain electrical activity. Nine electrode locations were measured, using the standard international 10–20 system (F3, Fz, F4, C3, Cz, C4, P3, Poz, P4) referenced to the earlobes. The EEG signals recorded from all nine electrodes were internally decontaminated using ABM decontamination, an algorithm that removed EMG, EOG, excursions, saturations, and spike artifacts. Saturations are defined as five consecutive data points with amplitude changes within the amplifier saturation range. Excursions were characterized by sudden or constant changes in EEG amplitudes across three, four, or five data points with only one zero crossing in a 128-point region. Data from saturated and excursion periods were replaced with zero values. Spikes were identified as bidirectional amplitude fluctuations over 40 microvolts, measured across three, five, or seven data points, and their values were interpolated in the decontamination process. The EEG signal was deconstructed using wavelet transforms into 6 wavelet bins (i.e., 0–2, 2–4, 4–8, 8–16, 16–32, 32–64, and 64–128 Hz). Subsequently, a stepwise regression was used to select the wavelet bins for the discriminant function classifying data points contaminated with eye blinks. Wavelet coefficients in the eye blink range in the 0–2, 2–4, and 4–8 Hz bins were replaced with artifact-free mean wavelet values in each channel of EEG. The EEG signal is recomposed using the wavelet bins from 2 to 64 Hz as suggested by Berka et al. (2005).

For each participant, all key events associated with the tasks were annotated, such that the training sessions’ start and finish times were marked and registered. MatLab (2020) was used for signal processing, including EEG Power Spectral Density, which was calculated during each training session using Welch’s method with a 2-s Hamming window and 1-s overlap. The average power was approximated by integrating the power spectral density (PSD) estimate contained in the beta, alpha, and theta frequency ranges. Similarly, the beta, alpha, and theta average powers were computed during the last 60 s of a 2-min closed-eyes rest period as a baseline, followed by a decibel normalization of the average power relative to the baseline. This was performed for each of the nine electrode locations and each of the alpha, theta, and beta frequencies.

For each of the frequency band powers, a Principal Component Analysis (PCA) was applied. Since PCAs reduce the dimensionality of the multivariate data through rotation to a new basis using eigenvectors, the new high-variance principal axes form a potentially more efficient set of PCA variables for use in subsequent analyses. This has also been shown to be effective in removing oculomotor artifacts in EEG (Kaczorowska et al., 2017). In this study, the first components of alpha, theta, and beta decibel powers tended to explain 91.5, 75.8, and 79.2% of the variation, respectively. Alpha power loadings on the first principal component for alpha powers (alpha PC1) were all positive values between 0.316 and 0.344. Greater alpha power was associated with less cognitive load (De Gennaro et al., 2001; Tanaka et al., 1996, 1997). To simplify interpretations, the alpha power signs were reversed such that greater alpha PC1 would indicate greater cognitive load. Beta PC1 (The first principal component for beta powers) loadings were between 0.313 to 0.353. Beta power is an indication of alertness, vigilance, and visual perception (Andreassi, 2010; Kamiński et al., 2012; Ramautar et al., 2013). Electrodes’ theta power loadings for theta PC1 were all positive values between 0.271 and 0.366 with heavier central and parietal loadings. Increased theta power is interpreted as more attention, higher task demand, and more task difficulty (Ishii et al., 2014; Smith et al., 1999; Travis & Shear, 2010).

2.2.3. Pupil dilation
Tobii Glasses-3 eye-trackers were used to collect participants’ eye movement metrics at a 120 Hz sampling rate. A calibration procedure was performed to maximize data quality, wherein participants look at a target card held at arm’s length (0.5–1 m). The calibration procedure optimizes the performance of the gaze estimation algorithm of the eye-tracker (i.e., the 3D eye model) (TobiiConnect, 2022). All participants’ calibration was completed successfully before the experiments, and the eye tracker recorded the entire experimental process.

Pupil dilation is an indication of cognitive load and the exerted effort to complete a task. Pupillary diameter recorded from both eyes during the OSPAN was averaged as the baseline pupil diameter. The baseline pupil diameter for each participant was subtracted from their average pupil
diameter during each session to find the pupil diameter change during each session.

2.2.4. Controller input behavior

There remains considerable room for development before autonomous drone flight operation and decision-making surpasses or matches the judgment capacity of experienced inspectors/engineers (Zhang et al., 2022). The reliability and liability risks of sensors and artificial intelligence are major concerns for automated drone missions. However, subprocesses can be successful at various levels of autonomy (Zhang et al., 2022). Currently, many drone applications, such as structural inspections, require manual operation since autonomous flight limits the ability of human operators to intervene in real-time if issues arise during flight (Manka, 2022).

Dual joystick remote controllers are a common design for manual drone control (Kang et al., 2018). Consumer drones with on-screen virtual controllers tend to be lighter, smaller, and comparatively lower-priced, but they are also more difficult to navigate (Kang et al., 2018). Thumb-operated joysticks are generally considered to be more user-friendly as they offer a more intuitive and physical control interface (Rupp et al., 2013). The current experiment was conducted using a hand-held remote control with two joysticks. The left joystick was for vertical motion (throttle) and changing the drone head position (Yaw). The right stick was for forward/backward (pitch) and sideways motion (roll).

Stick positions (throttle, yaw, pitch, and roll) were recorded with a sampling rate of 40 Hz and then were down-sampled to 10 Hz. Using a two-level input, namely guidance, and stabilization, it is possible to capture pilots’ behaviors, performance, skill level, and possibly recommend training requirements. For example, if a trainee’s control behavior shows deviation on one task but not on others, a recommender system could suggest additional task-specific practice. The average input power imparted to the joystick in the frequency ranges of 0–1 and 2–3 Hz was determined as an indication of guidance level and a stabilization level input size. The notion of guidance and stabilization level inputs was inspired by driver steering behavior literature (Donges, 1978; Lehtonen et al., 2014; Mole et al., 2016).

In the drone piloting literature, the concept of guidance level and stabilization level input has not been widely studied. Guidance is defined as inputs with frequencies lower than 1 Hz and stabilization inputs have frequencies over 2 Hz. A control input between 1 and 2 Hz was defined as an occasional input, regarded as an open-loop anticipatory control, and served as a bound for 0–1 Hz for guidance inputs. Higher frequency inputs (>2 Hz) were considered to be closed-loop control inputs that compensated for deviations from an intended target. Two to 3 Hz input frequencies were assumed to be related to stabilization level inputs. Additional research in other domains beyond automobiles and drones may confirm these general guidance and stabilization control behavioral inputs.

2.3. Analysis

This study employed repeated measures of 15 participants leading to two categories of variation, between-subject, and within-subject, which were separated using mixed models. Within-subject measures (e.g., drone-task completion times at each session as in Figure 2) are not likely to be independent, rather they are correlated. The participants were regarded as independent random samples from the population. Thus, mixed-model regression was used to analyze and distinguish between individual-level and group-level variance (Van Dongen et al., 2004). To find the important behavioral and biometric measures associated with learning as well as the moderating effect of cognitive ability (Q1–Q3), a mixed model regression was used with participants modeled as random effects, behavioral and affective measures as independent variables, and performance as the dependent variable. Biometric and performance measures tend to have relatively high variability among individuals (Basile et al., 2007). To prevent falsely generalizing between-subject differences to within-subject effects, the independent variables were normalized (see e.g., Van de Pol & Wright, 2009; Wong et al., 2014). Individual differences in the dependent performance variable were modeled using a mixed model regression, and a bi-directional stepwise procedure was used given the multiple independent variables under consideration (Kramer, 2004).

As completion times for different sessions and complexity levels are observed within subjects, the samples were analyzed using paired-variable statistics. To examine how practice affects task completion times and how increasing difficulty levels affect performance (Q4), three pairwise paired t-tests were performed for each task: one for the first and last sessions of standard drone training, one for the last session of standard drone training and the first session of heavy drone training, and one for the first and last sessions of heavy drone training. Before the tests, outliers were identified, and the normality of the data was tested using the Shapiro-Wilk test. For the difference between the first and last sessions of standard drone transfer and land training, a single outlier was identified and removed. Additionally, one outlier was identified in the differences between the first session of the heavy drone transfer and land completion times and the last session of the standard drone transfer and land completion times. After removing outliers, all six Shapiro-Wilk tests had p-values above 0.1. All statistical analyses were conducted using R studio 2021.

3. Results and discussion

The result of the linear mixed models (Tables 3 and 4) showed that behavioral and biometric measures significantly affected task completion times, with roughly half (50%) of the vertical control performance profile determined by individual differences. The marginal $R^2$ was 0.26 and the conditional $R^2$ was 0.633. For the transfer and land task, Individual differences explained 12% of the performance profile variability. The marginal $R^2$ was 0.508 and the conditional $R^2$ was 0.566.
Figures 5 and 6 illustrate the main effects and the interaction effects of affective behaviors on the vertical task completion times. Figures 7 and 8 illustrate the main effect and the interaction effects of affective behaviors on the transfer and land task completion time. The existence of these relationships and that there exist differential impacts, with respect to task type and difficulty level, emphasizes the importance of factoring in the human-system interactions in drone pilot state and performance assessment (see Figure 2). In the subsections below, the results related to each research question are discussed and practical applications of those questions are presented.

### 3.1. Q1: Are biometric and behavioral measures associated with drone piloting skill acquisition task-specific?

In a fashion similar to that in prior literature on drone pilot learning, reduced cognitive demands and enhanced attentional control were associated with greater performance (Figures 5–8). However, some biometric and behavioral markers associated with skill acquisition were task-specific. Specifically, effort, focused attention, and vigilance had task-dependent differential effects on performance. This may help to explain why there is a discrepancy between biometric and behavioral measures in the extant literature on drone piloting skill acquisition. It can be inferred that drone piloting involves underlying cognitive processes and requirements that differ by task. Thus, choosing the most effective measures is crucial for identifying pilots’ states to design drone tasks and develop related training programs. Subsequent sections describe each of the biometric and behavioral measures tested and how they relate to two specific drone activities.

#### 3.1.1. Cognitive load

Cognitive load, based on the first principal component of alpha power (i.e., alpha PC1), had a significant effect on vertical control task completion times ($t$-test, $p < 0.001$) as well as transfer and land completion times ($t$-test, $p = 0.012$), with higher cognitive loads associated with longer completion times. As such, drone pilot skill acquisition is closely
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**Table 3.** Vertical control completion time ($n = 240$ observations).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Coefficients</th>
<th>CI</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>61.38</td>
<td>56.4 to 66.4</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(1) Cognitive ability (OSPA)</td>
<td>1.20</td>
<td>-2.93 to 5.33</td>
<td>0.569</td>
</tr>
<tr>
<td>(2) Cognitive load (alpha PC1)</td>
<td>6.70</td>
<td>4.11 to 9.28</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(3) Focused attention (theta PC1)</td>
<td>1.65</td>
<td>0.53 to 2.76</td>
<td>0.004</td>
</tr>
<tr>
<td>(4) Effort (pupil dilation)</td>
<td>3.38</td>
<td>-0.74 to 7.51</td>
<td>0.107</td>
</tr>
<tr>
<td>(5) Vertical guidance input</td>
<td>3.97</td>
<td>2.06 to 5.89</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(6) Vertical stabilization input</td>
<td>-3.00</td>
<td>-3.86 to -2.15</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(1) x (4)</td>
<td>-5.23</td>
<td>-8.24 to -2.21</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Random effects (15 participants)

| $\sigma^2$ | 52.90 |
| Intraclass correlation coefficient | 0.50 |
| Marginal $R^2$/conditional $R^2$ | 0.260/0.633 |

Bold values indicate statistical significance at the 5% level or better.

**Table 4.** Transfer and land completion time ($n = 240$ observations).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Coefficients</th>
<th>CI</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>75.80</td>
<td>67.96 to 83.64</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(1) Difficulty (drone weight)</td>
<td>-29.85</td>
<td>-38.81 to -20.90</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(2) Cognitive load (alpha PC1)</td>
<td>8.48</td>
<td>1.91 to 15.05</td>
<td>0.012</td>
</tr>
<tr>
<td>(3) Alertness (beta PC1)</td>
<td>2.25</td>
<td>-0.05 to 4.55</td>
<td>0.055</td>
</tr>
<tr>
<td>(4) Effort (pupil dilation)</td>
<td>10.86</td>
<td>4.35 to 17.38</td>
<td>0.001</td>
</tr>
<tr>
<td>(5) Vertical guidance input</td>
<td>-0.86</td>
<td>-1.44 to -0.27</td>
<td>0.005</td>
</tr>
<tr>
<td>(6) Sideward guidance input</td>
<td>-3.61</td>
<td>-4.53 to -2.69</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(7) Turn stabilization input</td>
<td>5.43</td>
<td>1.89 to 9.97</td>
<td>0.003</td>
</tr>
<tr>
<td>(8) Forward stabilization input</td>
<td>-9.34</td>
<td>-17.96 to -0.73</td>
<td>0.034</td>
</tr>
<tr>
<td>(1) x (2)</td>
<td>-10.70</td>
<td>-20.57 to -0.84</td>
<td>0.034</td>
</tr>
<tr>
<td>(1) x (3)</td>
<td>-3.38</td>
<td>-6.53 to -0.23</td>
<td>0.036</td>
</tr>
<tr>
<td>(1) x (4)</td>
<td>-15.07</td>
<td>-23.57 to -6.57</td>
<td>0.001</td>
</tr>
<tr>
<td>(1) x (6)</td>
<td>3.07</td>
<td>1.96 to 4.19</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(1) x (8)</td>
<td>11.96</td>
<td>1.73 to 22.19</td>
<td>0.022</td>
</tr>
</tbody>
</table>

Random effects (15 participants)

| $\sigma^2$ | 261.48 |
| Intraclass correlation coefficient | 0.12 |
| Marginal $R^2$/conditional $R^2$ | 0.508/0.566 |

Bold values indicate statistical significance at the 5% level or better.
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**Figure 5.** Vertical control completion time main effects.

**Figure 6.** Vertical control completion time interaction.
linked with cognitive load levels. For the transfer and land task, the effect of cognitive load (alpha PC1) on completion times interacted with the task difficulty (t-test, $p = 0.034$). At the low difficulty level, greater cognitive load resulted in lesser performance, while for the high difficulty level, the cognitive load effect on completion times was not significant. This may be an indication that for this task, trainees are moving from the cognitive stage of learning to a more autonomous stage. Consequently, practice at that point no longer reduced cognitive load. It was also noted that the performance was not affected by the increased payload for the transfer and land task. An alternate explanation is that trainees use the extra cognitive resources available due to practice to increase their efficiency for the complex level of transfer and land tasks, so that the cognitive load remains the same, as the pilot becomes efficient. This is also observed in the gradual improvement in performance. When trainees are not in the cognitive stage of learning (Figure 1), but are overtraining to ensure mastery, the cognitive load measured by alpha power may not reflect the effectiveness of learning. The effectiveness of training should rather be gauged through a combination of other subjective and objective measures.

### 3.1.2. Focused attention

There was a significant relationship between focused attention (theta PC1) and vertical control completion times (t-test, $p = 0.004$). During skill development, participants used less focused attention to complete the vertical control tasks. However, the effect of theta PC1 (focused attention) on the transfer land task completion times was not significant. This is likely, at least in part due to fundamental differences in the control requirements for the two tasks. That is, the vertical control task was accomplished using the left stick in the vertical direction only. Both sticks in both directions (vertical, and sideways) are required to complete the transfer and landing task. The additional control requirements for transfer and land may prevent skill from reaching a level where less attentional resources would be needed to accomplish the task. Incorporating this information into training programs allows for optimizing the learning experience and tailoring it to trainees’ learning stages. For example, tasks requiring fewer control requirements can be introduced earlier in the training process, while tasks requiring more complex control requirements can be introduced later in the training process and the level of each trainee’s expertise can be determined based on the level of attention needed to complete the tasks.

### 3.1.3. Vigilance

The interaction effect for vigilance (beta PC1) with task complexity (difficulty) was significant for the transfer and land task completion times (t-test, $p = 0.036$). The interaction plot (Figure 8) suggests opposing effects from the two task complexities. For the standard drone greater vigilance (i.e., higher Beta PC1) was associated with longer task completion times. However, for the heavy drone, greater vigilance did not improve performance. Thus, the greater difficulty of controlling the heavy drone may be challenging.
enough that increased vigilance does not have a positive effect and may actually hinder performance. For the standard drone, pilots may become more vigilant when stressed by complex drone missions, but that vigilance may not lead to superior performance. Thus, the level of vigilance provides potentially valuable information for understanding efficiency training programs and promotes competency and accuracy when performing the assigned tasks. For the vertical control task, the effect of vigilance on completion times was not significant. This task dependent result might be due to fundamental differences in the underlying cognitive processes needed for maintaining a specific altitude vs. moving to a specific location and landing.

3.2. Q2: Does cognitive ability moderate the effect of biometric measures of performance?

There are several significant behavioral effects that influence performance for both tasks. For the vertical control task, cognitive load, focused attention, and effort each influenced performance. For the transfer and land task, cognitive load, alertness, and effort each influenced performance. The cognitive load effect was similar in magnitude for both tasks, however, the effect of effort was somewhat stronger for the transfer and land task, suggesting that it was somewhat more challenging generally.

With respect to interaction/moderation effects, for the vertical control task, the effect of effort (as measured by pupillary diameter) was moderated by cognitive ability (Figure 6 and Table 3—Interaction effect, \( t \)-test, \( p < 0.001 \)). Participants with greater cognitive ability performed better while exerting greater effort. Notably, for participants with lesser cognitive ability, greater effort was associated with lesser performance. For the transfer and land task, cognitive ability was not significant as a main effect nor as a moderating (interaction) effect. These findings highlight the value of quantifying individual differences, such as cognitive ability.

3.3. Q3: Does the amount of control input behavior impact performance?

A two-level model of controller input behavior was used for assessing expertise. The vertical stabilization input was larger during vertical control skill development (\( t \)-test, \( p < 0.001 \)), and the vertical guidance input was correspondingly smaller (\( t \)-test, \( p < 0.001 \)). Intuitively, greater stabilization power might improve performance. However, results showed that greater vertical guidance input indicated flight excursions that resulted in lesser performance.

Larger vertical guidance inputs (\( t \)-test, \( p = 0.005 \)) and smaller turn stabilization inputs (\( t \)-test, \( p = 0.003 \)) for the transfer and land task were associated with better performance. Also, larger sideward guidance inputs led to better performance (\( t \)-test, \( p < 0.001 \)). This effect was greater at low difficulty levels (\( t \)-test, \( p < 0.001 \)). Similarly, larger forward stabilization inputs led to better performance (\( t \)-test, \( p = 0.034 \)). But the effect of forward stabilization input size on transfer and land task completion time was dependent on the difficulty level of the task (\( t \)-test, \( p = 0.022 \)). Larger forward stabilization inputs were associated with shorter completion times at the low difficulty level, but longer completion times at high difficulty.

As a result, there is support for employing controller input behavior in user-centered design for performance. Data from controller input provides continuous, inexpensive, non-intrusive, and robust information about pilot performance. The design of new features, advanced systems, and safety overrides can benefit from understanding and considering pilots’ control responses. For example, during a handoff of an assistive system, instability-induced control
behaviors may suggest alternative designs. Similarly, a change in drone dynamic parameters, such as controller sensitivity that may lead to dynamic instability or suboptimal mental states, might be avoided. Such information can be used to provide pilot feedback such that the trainee can focus their practice on maneuvers that involve instability-induced control behaviors.

3.4. Q4: How does increased task difficulty (weight) affect task performance?

Continued practice tended to improve performance on both tasks and at both difficulty levels. However, the effects of greater task difficulty varied between the two tasks. Figure 9 illustrates the completion times for vertical and transfer and land tasks at each difficulty level. Completion times for both tasks improved from the first to the last sessions of practice using the standard drone (paired t-test, vertical control $p = 0.026$, transfer and land $p < 0.001$). The task completion times for the more difficult (heavy drone) treatment also improved between the first and last practice sessions (paired t-test, vertical control $p < 0.001$, transfer and land $p < 0.01$). Changing to higher difficulty, however, affected the learning process differentially for the two tasks. For vertical control, performance dropped (paired t-test, $p = 0.01$) suggesting that the task had to be relearned with additional practice. The difference in transfer and land task performance between the last session of practice with the standard drone and the first session of practice with the heavy drone was not significant (paired t-test, $p = 0.249$).

The amount of relearning required due to an increase in task difficulty varied by task type. Heuristic evaluations of drone designs or usability tests on a single mission may not provide sufficient information for optimal human-in-the-loop system design. That is, design usability should be evaluated across a variety of drone missions. A training regimen might follow significant design change, focusing on relearning or retraining specific tasks. However, this may require the identification of specific drone flight requirements and technologies. Drone missions might be decomposed into specific sub-tasks, with each evaluated for usability when designing a drone/pilot system interface.

3.5. Limitations

Experiments were conducted in a controlled environment to minimize distractors and to optimize statistical power in the context of measuring, modeling, and understanding human performance. While the value of simulations is widely recognized, follow-on field study to verify current findings in practical or operational settings will be valuable. This study centered on two critical early phase skills, using novice pilots, for drone pilot skill acquisition, namely vertical control, and transfer and land. Professional drone pilots come from diverse backgrounds and have a potentially broad range of skill, experience, education, and training, which can affect their behavior and performance in varied situations. Thus, care must be taken in generalizing toward the broader range of a priori skills that exist in an industry that is rapidly evolving, adding new technologies, operational practices, and regulatory requirements. To explore the application of proposed measures and recommendations to refine industry-specific drone operations, further research will be valuable in addressing such generalization.

4. Conclusions

The development of drone assistive technologies and the ever-increasing use of drones for civilian purposes raises interesting questions regarding pilots’ interactions with drones and pilot training. The modeling of pilots’ control actions and mental states, representing such interactions, is essential for the successful adaptation of drones in industry 4.0. This study identified biometrics and behavioral indicators for drone-pilot skill learning across tasks and difficulty levels. A potential next step could be to develop AI-based training paradigms that incorporate these behavioral and biometric factors as inputs to create engaging and tailored learning experiences. In addition, these learning paradigms can be incorporated into simulation-based learning platforms to enable the creation of complex scenarios that represent drone missions more accurately. Pilots would then be able to gain a deeper understanding of how to handle the range of complexities in real-world drone operations without the costs, risks, and dangers associated with real-life drone operations.

Organizations should invest in job design and usability studies to ensure that drone operations are safe and effective. This study provided recommendations and methods for testing drone operation usability and learnability, finding that behavioral and biometric metrics for assessing usability and learnability testing should be selected based on factors including skill level, individual differences in cognitive ability, task type, and task difficulty. Having multiple affective measures, in turn, allows for addressing a broader range of drone-operation issues and identifying nuanced differences in pilots’ performance in various flight situations and environments. Future research will aid in the development of more advanced and intuitive user interfaces for drone operations.
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